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light and dark side generative 
AI 
Every technology has its light and dark side. Generative artificial intelligence 

is no exception. 

We have been using generative AI on a daily basis since 30 November 2022, 

when ChatGPT by OpenAI was launched. Since then, people have been 

actively using the capabilities of generative AI for various tasks, both with 

good intentions and not.

Today, we will talk about the dark side of generative AI, the negative aspects 

of using generative AI, and the challenges we face when using generative AI.



Threats of using generative AI

The problem of inaccurate results in the answers of generative AI.

Often, users perceive the answer provided by generative AI as truth, as encyclopaedic

knowledge. This is especially true when a person asks a question about something in which 

they are not an expert or do not have a sufficient level of knowledge. In this case, such a 

person cannot notice inaccuracies or fake information. Often, in this case, a situation of AI 

hallucination arises, when the answer received looks quite truthful, but in fact it is not.

This problem can be used to spread disinformation, influence public opinion, etc.

Previously, the generative AI model provided an answer solely based on its own dataset and 

this problem was under control, but now generative AI can also use Internet searches to 

generate such an answer, and this leads to an increase in the number of possible inaccuracies.



The problem of inaccurate results in the answers of generative AI.

Case Study 1. 

For example, a website is created with fake information, 

fake scientific articles, or even a full-fledged website of a 

fake journal. The generative AI model may take information 

from such a website when forming its response, and you 

will receive a text containing fake information. The person 

may not even doubt the veracity of the information, which is 

actually fake, as the generative AI response will contain a 

link to an existing website that looks quite normal at first 

glance. And in this case, the person will not consciously 

generate further fakes.



Bias

Generative AI models create new content based on existing content previously created by 

humans. Therefore, the bias of AI essentially reflects the bias of people, those stereotypes that 

are widespread in society. Bias can be used to create fakes and be subject to manipulation.

Case Study 2.1 
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Deepfake

Case Study 3.1

Creating a Deepfake is becoming easier and easier, and there are more and more tools.

FaceApp



Deepfake

Case Study 3.1

DeepfakeWEB



Deepfake

Case Study 3.1

reface



Deepfake

Case Study 3.2 

Midjourney allows you to create photorealistic images at a 
text prompt.



Fact checking

Case Study 4.1 

The easiest way to protect yourself from fakes is to use information only from verified sources, or from 
several sources, and check the facts.

Case Study 4.2 

One of the ways to fight against deepfake audio can be 
the following advice - to formulate a code phrase that 
can be called if necessary and prove that your 
interlocutor is not a fake.



Fact checking

Case Study 4.3

Case Study 4.4

To identify visual deepfake, you can use Google Images - image search. You can find 
where else the image has been used. 

However, Google Images can be circumvented - it is enough to make a mirror image 
of a real photo and Google Images may not know the original source.

TinEye helps not only to search for pages on which 
the image was previously published, but also to filter 
the results according to the following parameters:
• Date (latest or oldest);
• File size and weight;
• The number of publications on this or that site or 
domain.



Fact checking

Case Study 4.4

For deeper image fact-checking, you can use the 
Forensically service. 

Сan perform Noise Analysis, Error Level Analysis, or 
Clone Detection on an image. 
This way, you can spot photo editor tampering. 

The program also shows key technical parameters, 
such as 
the time when the image was taken, 
the size and weight of the file, 
the characteristics of the camera used to capture the 
image, etc.



Fact checking

Case Study 4.5 

When it comes to AI-generated videos, it's not 
easy to make a good deepfake. 

Therefore, many fakes can be recognised
through careful viewing and common sense. 

Critical and analytical thinking 
is today an effective tool for 
identifying fakes.



Trainer services that help you improve your fake detection 
skills.

Watch frame by frame

The Watch frame by frame site allows you 
to view videos frame by frame, which 
helps detect deepfakes faster



Trainer services that help you improve your fake detection 
skills.

DETECT FAKES

you can try yourself as a fake detector



Trainer services that help you improve your fake detection 
skills.

Sharpen your sense

training your visual and auditory skills to 
recognize fakes.
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